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PROJECT	IDEA	BRIEF

● Named Entity Recognition (NER) is the task of identifying and extracting named entities from text.

● Named entities in the medical domain include diseases, symptoms, treatments, and medications.

● Medical data can come in various forms, such as clinical notes, electronic health records, and medical 

literature.

● Clinical notes are particularly useful for NER, as they contain unstructured text that is rich in medical 

terminology and often reflects the patient's medical history, symptoms, and treatment.

● The goal is to accurately identify and extract the relevant named entities from the text, in order 

to facilitate downstream tasks such as information retrieval and clinical decision support.
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DATA

● Data: We have obtained educational usage permission to use i2b2/n2c2 dataset.

● The dataset contains clinical notes from patients with various medical conditions and has annotations for named 

entities such as diseases, symptoms, treatments, and medications, which will allow for training and evaluating 

NER models.

● The dataset consists of 1,000 discharge summaries, 100 test notes, and 400 training notes.

● The dataset has been preprocessed to remove identifying information such as patient names and addresses.

● We are focused on the following tags: Person, Problem, Pronouns, Test, and Treatment

● The split of data is 70 percent for Training (Train-85% + Validation-15%) and 30% Testing.
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PROJECT	FLOWCHART
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PROJECT	TASK	METHODOLOGY

CS 6301 - Group 16 - Named Entity Recognition on Medical Data using Pre-Trained LLM 5

S. NO TASK DESCRIPTION

1 Acquire the i2b2 dataset

2 Parsing the i2b2 dataset

a. Convert i2b2 format (.con & .txt) to a more suitable format for NER tasks

b. Split the dataset into training, validation, and test sets

3 Preprocess the data for input into the language model

a. Tokenize the text

b. Convert the text into a format compatible with the chosen large-scale language models (BERT & ALBERT)

4 Fine-tune the chosen language models on the i2b2 dataset on BERT and ALBERT models

5 Evaluate the performance of the fine-tuned models on the test set

a. Measure precision, recall, accuracy, and F1-score

b. Compare performance with benchmark models such as BIOELECTRA.

c. Perform error analysis to identify common types of mistakes

6 Deploy the fine-tuned NER model using Huggingface

7 Conclusion, Improvements & Future Implementation



IMPLEMENTATION->	DATA	PARSING

• Retrieves and processes clinical data from concept 

and text files, creating annotation and entry 

corpora.

• Converts corpora into dataframes, merges them, 

and fills missing values.

• Computes POS tags, creates NP and VP chunks, and 

combines chunk tags for all tokens in the dataset.

• Inserts blank rows at sentence boundaries and splits 

the dataset into training, validation, and test sets.

• Saves the resulting sets as .txt and .csv files in the 

output directory.
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'BERT'	FOR	NER

● Pre-trained language model: BERT, or Bidirectional Encoder Representations from Transformers, is a pre-trained language 

model that provides deep bidirectional contextualized representations, making it highly effective for various natural 

language processing tasks, including Named Entity Recognition (NER) in the medical domain.

● Transfer learning: BERT's transfer learning capability allows leveraging its pre-trained knowledge to fine-tune the model on 

specific medical datasets, significantly improving the accuracy of NER tasks in the medical field, such as identifying diseases,

medications, and symptoms.

● Contextual understanding: BERT's bidirectional context-awareness helps in accurately identifying and disambiguating 

medical entities in text, which is crucial for tasks like information extraction, question answering, and patient data analysis.
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'ALBERT'	FOR	NER

● Efficient architecture: ALBERT (A Lite BERT) is an optimized version of BERT that employs parameter sharing and factorized 

embedding to reduce the model size and training time, making it more efficient for NER tasks in medical data.

● Comparable performance: Despite its smaller size, ALBERT still provides comparable or even better performance compared 

to BERT, making it suitable for NER tasks in the medical domain, where model efficiency and speed are important.

● Scalability: The lighter architecture of ALBERT allows for easier scaling of the model size, enabling the development of large-

scale models capable of handling complex medical NER tasks without significant computational overhead.

● Domain adaptation: Like BERT, ALBERT can also be fine-tuned on specific medical datasets or adapted into domain-specific 

models for improved NER performance in the medical field, leveraging its efficient architecture to provide accurate entity 

recognition.
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IMPLEMENTATION	->PRE-PROCESSING	->CONVERSION
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Reading *conll format txt and converting to word-tag column CSV



IMPLEMENTATION	->PRE-PROCESSING	->TOKENIZING
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Function to Tokenize and Align the labels



IMPLEMENTATION	->PERFORMANCE	METRICS
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Implementation of Performance Metrics: Precision, Recall, Accuracy & F1



EXPERIMENTS	&	RESULTS	->BERT	FINE-TUNING	-
>TRAIN/VALIDATION METRICS
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Training & Validation set metrics: Precision, Accuracy, F1 :: 6 Epochs



EXPERIMENTS	&	RESULTS	->BERT	FINE-TUNING	->TEST	METRICS

CS 6301 - Group 16 - Named Entity Recognition on Medical Data using Pre-Trained LLM 13

Test Set metrics: Precision, Accuracy, F1 :: 6 Epochs



EXPERIMENTS	&	RESULTS	->ALBERT	FINE-TUNING	-
>TRAIN/VALIDATION METRICS

CS 6301 - Group 16 - Named Entity Recognition on Medical Data using Pre-Trained LLM 14

Training & Validation set metrics: Precision, Accuracy, F1 :: 6 Epochs



EXPERIMENTS	&	RESULTS	->ALBERT	FINE-TUNING	->TEST	
METRICS
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Test set metrics: Precision, Accuracy, F1 :: 6 Epochs



GENERAL	OBSERVATIONS	&	ANALYSIS

● General Performance: State-of-the-art transformer models, BERT and ALBERT, are selected and fine-tuning on medical data is 

done, both models appear to be viable options for medical NER.

● Overfitting: From the provided training and validation loss values for both BERT and ALBERT, it appears that overfitting is not 

a significant issue. In both models, the training loss decreases consistently over epochs, while the validation loss initially 

decreases before stabilizing or increasing slightly.
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GENERAL	OBSERVATIONS	&	ANALYSIS

● Pronoun Performance: The 'pronoun' tag exhibits better performance compared to other tags, as indicated by higher F1 

scores. This can be attributed to several factors:

v Frequency: Pronouns are generally more common and less diverse than other entity types, such as medical problems or 

treatments. This makes it easier for the model to recognize and predict them accurately.

v Context: Pronouns have a more consistent usage and syntactic structure in sentences. This consistency helps the model to 

better learn their context and recognize them with higher precision and recall.

v Pre-trained knowledge: Since pronouns are common in general language, the pre-trained BERT and ALBERT models likely 

have a strong foundational understanding of pronouns, which can be fine-tuned effectively for the medical domain.

CS 6301 - Group 16 - Named Entity Recognition on Medical Data using Pre-Trained LLM 17



COMPARITIVE	ANALYSIS	– BERT	VS.	ALBERT

● Overall F1: BERT's overall F1 score on the testing dataset is 0.8726, while ALBERT's is 0.8667. Both models have comparable 

performance, with BERT having a slightly higher F1 score.

● Overall Accuracy: BERT has a higher overall accuracy (0.9557) on the testing dataset compared to ALBERT (0.9518).

● Entity-wise F1 scores: Comparing the F1 scores for different entity types, BERT performs better on 'Problem' and 'Test' entity 

types, while ALBERT performs better on 'Person', 'Pronoun', and 'Treatment' entity types.

● Both BERT and ALBERT models show competitive performance on the medical NER task, with BERT having a slightly better 

overall F1 score and accuracy on the testing dataset. The choice between the two models depends on the specific 

requirements of the task and which entity types are more important for the application.
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FUTURE	DEVELOPMENTS

● Test the trained models on other datasets (e.g., MIMIC-III and ShARe/CLEF eHealth datasets) to evaluate performance on unseen data

● Create parser models to convert other data formats to the i2b2/n2c2 model format for easy model training with other datasets

● Deploy the fine-tuned NER model for real-time usage

● Perform experiments and analyze results to validate the hypothesis and gain insights into the model's performance on different 

datasets

● Develop a website that allows users to:

o Upload a text file

o Extract Named Entities from the uploaded text file using the optimized model
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QUESTIONS?


